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Abstract
This paper discusses the use of the discrete element method (DEM) to simulate the dynamics of granular systems made up 
of elements with nontrivial geometries. The DEM simulator is GPU accelerated and can handle elements whose shape is 
defined as the union with overlap of diverse sets of spheres with user-specified radii. The simulator can also handle complex 
materials since each sphere in an element can have its own Young’s modulus E, Poisson ratio � , friction coefficient � , and 
coefficient of restitution CoR. To demonstrate the simulator, this paper introduces a “digital simulant” (DS), a replica of the 
GRC-1 lunar simulant. The DS follows an element size distribution similar but not identical to that of GRC-1. The predictive 
attributes of the simulator are validated via several numerical experiments: repose angle, cone penetration, drawbar pull, and 
rover incline-climbing tests. Subsequently, a sensitivity analysis is carried out to gauge how the slope vs. slip curves change 
when the element shape, element size, and friction coefficient change. The paper concludes with a VIPER rover simulation 
that confirms a recently proposed granular scaling law. The simulation involves more than 11 million elements composed of 
more than 34 million spheres of different radii. The simulator works in the Chrono framework and can utilize two GPUs con-
currently. The GPU code for the simulator and all numerical experiments discussed are open-source and available on GitHub 
for reproducibility studies and unfettered use and distribution. The DEM simulator introduced here: can handle complex 
particle geometry; can capture material breakage; can handle user-defined contact forces; allows for one DEM element to 
have different material properties in different regions of the element; is fast and runs on commodity hardware; can leverage 
two GPU cards simultaneously; it has a Python interface; and, it works in co-simulation mode with and augments Chrono, 
an established multi-body dynamics platform that supports the physics-based simulation of complex mechanical systems.
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1 Introduction

The discrete element method (DEM) is a computational 
approach used to predict the mechanical behavior of 
granular materials [1]. DEM keeps track of the motion 
of each individual element and models the elements’ 
mutual interactions in a fully resolved fashion. DEM has 
been extended over time and has become a widely-used 
approach for predicting the dynamics of large granular 
systems [2], from mixing [3], and particulate flows [4], to 
landslides and other geomechanics phenomena [5–7], and 
astrophysical processes [8]. DEM has been used to simu-
late soil behavior [9], the tire-terrain interaction [10], and 
rover mobility in extraterrestrial conditions [11].

DEM simulations are generally slow due to two main 
reasons. First, the elements are often stiff and sometimes 
very small. This forces the time integrator to take very 
small time steps to maintain numerical stability. Secondly, 
collision detection is compute-intensive. To reduce simu-
lation times, DEM has been accelerated via CPU-based 
parallel computing using OpenMP [12], see, for instance, 
[13, 14]; the Message Passing Interface (MPI) standard 
[15], for clusters with distributed memory [16]; and hybrid 
MPI–OpenMP parallelism [17–20]. An alternative com-
puting architecture for parallel computing is provided by 
the Graphics Processing Unit (GPU), which has gained 
wide adoption in DEM, e.g., [21–24]. Whether using CPU 
or GPU computing, the number of DEM elements used in 
experiments reported in the literature has been relatively 
small—in the vicinity of 103 to 105 elements [24–39]. For 
comparison, in one cubic meter of sand, there are on the 
order of two billion elements and simulations on this scale 
have rarely been conducted [40].

In addition to utilizing parallel computing to control 
simulation times, practitioners typically rely on simple 
element geometries to avoid expensive collision detection 
calculations. By a large margin, the geometries employed 
in DEM are thus spheres, in many cases of equal radii. 
By exclusively dealing with spheres, the collision detec-
tion workload is significantly reduced. The software 
implementation process is also simpler, since handling 
nontrivial geometries is difficult [41]. However, in many 
applications, as will be demonstrated in this contribution, 
one cannot fall back on simple element geometry with-
out compromising the system response [42–48]. Yet in 
studies in which nontrivial element shapes are brought 
to bear, the number of simulated DEM elements reported 
in the literature drops significantly. Commercial solutions 
to handle nontrivial shapes exist, e.g., [49], but they are 
closed-source, expensive, and limited in their ability to 
handle systems with large element counts. In this con-
text, the solution proposed herein embraces the following 

compromise: the number of DE can be large (into tens of 
millions) and while the shape of the elements is nontrivial, 
it is nonetheless assumed that each element is obtained as 
the union of a user-specified set of spheres of user-speci-
fied radii and material properties, see Fig. 1. The idea of 
using multiple spheres to generate nontrivial geometries is 
not new, see, for instance, the discussion in [46], where the 
authors called the technique the “multi-sphere method”, 
a member of the class of composite approaches in which 
elements’ geometries are composed as the union of simple 
geometric primitives. However, previous attempts to use 
this multi-sphere method were limited to small systems. 
In [44, 50, 51], the DE systems have a number of ele-
ments in the low thousands; in [42], the authors work with 
hundreds of elements. The approach outlined here builds 
on two previous contributions: a fast way of doing colli-
sion detection, which follows in the step with the approach 
reported in [52]; and an aggressive use of shared memory 
along with a new way of representing state information 
using new data types, see [53, 54]. The simulator is dem-
onstrated in conjunction with a terramechanics problem, 
in which the terrain is modeled as a collection of elements 
each composed of clumped spheres. Given that the terrain 
model is inspired by the GRC-1 lunar simulant, it is called 
“digital simulant” (DS).

The manuscript is organized as follows. Section 2 intro-
duces the DEM model and the DEM simulator. Section 3 
describes the digital simulant. Section 4 reports on vali-
dation studies, and touches on angle of repose, cone pen-
etration, and drawbar pull simulations using the DS. The 
validation is done against experimental results that involved 
the GRC-1 simulant. Section 5 elaborates on the use of the 
simulator for single-wheel and full-rover tests of extrater-
restrial rovers. Section 6 contains conclusions and outlines 
directions of future work.

Fig. 1  In the proposed approach, each element in the DEM simula-
tion is a clump of spheres. The different colors emphasize the fact 
that each sphere in the clump has its own physical attributes, i.e., E, 
� , � , and CoR
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2  Simulator overview: force model 
and implementation aspects

2.1  Contact force model and clump representation

The simulator described in this work is the new DEM sim-
ulator in Chrono [55]. It has a default force model based 
on Hertzian contact [56], and support for friction is imple-
mented using the Mindlin model [57]. For an extended dis-
cussion see [58]. When bodies i and j are in contact, the 
mutual normal force Fn is described via a spring–dashpot 
mechanism. The tangential friction force Ft is evaluated 
based on material properties and local micro-deformations, 
and capped to satisfy the Coulomb condition through fric-
tion coefficient � . Specifically, 

 where the stiffness and damping coefficients kn , kt , �n , and 
�t are derived from material properties, i.e., Young’s modu-
lus E, Poisson ratio � , and the coefficient of restitution CoR 
[59]. The m̄ and R̄ terms represent the effective mass and 
effective radius of curvature for this contact, respectively. 
The fundamental assumption is that geometries are allowed 
to have small penetration �n at the point of contact. The nor-
mal penetration vector is defined as un = �nn . The relative 
velocity at the contact point vrel = vn + vt are evaluated as 

where vi , �i and vj , �j are the velocity at the center of mass 
and the angular velocity of bodies i and j, respectively. The 
position vectors ri and rj point from the center of mass of 
bodies i and j to the mutual contact point. The friction force 
Ft depends on the tangential micro-displacement history ut 
[57, 59], the latter updated incrementally at each time step 
throughout the life of a contact event based on the tangential 
velocity vt . Let u′

t
 be the updated tangential micro-displace-

ment, then

(1a)Fn = f (R̄, 𝛿n)(knun − 𝛾nm̄vn),

(1b)Ft = f (R̄, 𝛿n)(−ktut − 𝛾tm̄vt), ‖Ft‖ ≤ 𝜇‖Fn‖,

(1c)f (R̄, 𝛿n) =

√
R̄𝛿n,

(1d)R̄ = RiRj∕(Ri + Rj),

(1e)m̄ = mimj∕(mi + mj),

(2a)vrel = vj + �j × rj − vi − �i × ri,

(2b)vn =
(
vrel ⋅ n

)
n,

(2c)vt = vrel − vn,

where h is the time step size. The strategy adopted to update 
u′
t
 is borrowed from [59]. After the update, the new tangen-

tial micro-displacement u′
t
 may need to be clamped, so the 

final ut for the next time step satisfies the capping condition 
‖Ft‖ ≤ �‖Fn‖:

The equations of motion for element i assume the 
expression 

 Chrono’s DEM simulator supports complex element geom-
etry through clumps using an approach borrowed from [60]. 
A clump is a collection of potentially overlapping spheres 
representing an element shape, see Fig. 2. Herein, the word 
“clump” is used interchangeably with “element” when refer-
ring to complex shape DEM elements. One salient attribute 
of the model is that the E, � , � , and CoR parameters are 
associated with a sphere in an element/clump, and not with 
the element. In numerous instances, the inclusion of this 
extensive set of E, � , � , and CoR parameters for the spheres 
within the clump may be deemed excessive. However, it 
remains a viable choice for those seeking to implement a 
sophisticated discrete element system.

(2d)u� = ut + hvt,

(2e)u�
t
= u� − (u� ⋅ n)n,

(2f)ut =

�
u�
t

if ‖Ft‖ ≤ �‖Fn‖,
�‖Fn‖
kt

u�
t

‖u�t‖
otherwise.

(3a)mi

dvi

dt
= mig +

nc∑

j=1

(
Fn + Ft

)
,

(3b)Ii
d�i

dt
=

nc∑

j=1

(
rj × Ft

)
.

Fig. 2  The normal and tangential contact forces between clumps 
are calculated based on the penetration and displacement history of 
involved sphere components. An element (clump) has a mass and 
mass moment of inertia; however, each sphere in the clump has its 
own E, � , � , and CoR
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2.2  DEM simulator overview

The new DEM simulator, whose design and implementa-
tion details are discussed at length in an upcoming contri-
bution, is an upgrade to Chrono’s previous DEM simulator 
Chrono::GPU [54]. Although fast [61], the latter only han-
dled monodisperse granular systems [62]. For a detailed dis-
cussion of the new DEM simulator the reader is referred to 
[63]. Herein, the focus is on demonstrating Chrono’s DEM 
simulator rather than discussing the design decisions that 
shaped its implementation. Note that the DEM simulator can 
run in standalone mode—it is built and can run separately 
from Chrono. When it runs in co-simulation mode with 
Chrono, the latter runs the dynamics of the machine system, 
while the DEM simulation handles the granular dynamics. 
This opens the door to simulating complex mechanical sys-
tems, e.g., rovers, construction equipment, interacting with 
granular materials—see numerical tests in Sect. 5.2.

If a different contact force model other than the default 
is preferred, the user can provide a C++ callback custom-
ized function that overwrites the default one. Typically, the 
updating of the active contacts set and the DEM force calcu-
lation are done sequentially and at each time step. The new 
simulator embraces a different strategy, which uses two dis-
tinct and parallel computational threads to update the active 
contacts set (done by the “kinematics thread”) and the inte-
gration of the equations of motion (done by the “dynamics 
thread”), respectively. The user has the option to update the 
collision pairs at each time step, or can carry out several time 
steps before updating the contact pairs. In the latter case, the 
active contacts set is kept the same for several time steps. 
Regardless of whether the active contacts set is re-evaluated 
or not at each time step, each active contact is employed at 
each time step to reassess the contact deformation �n and the 
ancillary information defined in Eqs. 2. This active contacts 
set delayed re-evaluation strategy was implemented since it 
became apparent that identifying the active set represents 
a significant computational bottleneck. To avoid missing 
mutual contacts that might crop up between the moments 
the active contacts set is updated, for the task of updating the 
active contact set only, the solver artificially enlarges all con-
tact geometries in the DEM system to preemptively detect 
potential contact pairs that might emerge in the near future.

At each time step, the dynamics thread uses the most 
recent active contacts set to update the penetration �n and 
ancillary quantities (see Eqs. 2) needed to evaluate the set 
of frictional contact forces at work in the system. Note that 
by artificially enlarging the elements’ geometries, the active 
contacts set will contain false positives and the dynamics 
thread will spend extra time calculating �n for a contact only 
to notice that the gap between the bodies is larger than zero 
in which case the frictional contact force is set to zero. The 
thickness of the added safety margin, which is dictated by 

the maximum clump velocity (bounded and known to the 
solver) and the time step size (typically small in large-scale 
DEM simulations), is a known value, e.g., for millimeter-
sized granular material, it assumes values of the order of 
tens of microns. Overall, the overhead caused by the false-
positive contacts does not offset the benefit of deferred 
updates of the active contacts set. This is because the kin-
ematics and dynamics threads work concurrently and the 
computational effort dispensed to update the active contacts 
set by the kinematics thread happens “in the shadow” of the 
work done by the dynamics thread. Note that one still has 
the option to fall back on the traditional way of carrying out 
DEM simulation, in which the active contacts set is updated 
at each time step before computing the frictional contact 
forces and advancing the state of the system.

In terms of software implementation, the simulator is 
set up to use two NVIDIA GPUs—one by the kinematics 
thread, one by the dynamics thread. It is more efficient to 
allow each thread to run on a dedicated GPU, yet if only one 
GPU is available, the simulator makes the two threads share 
the only GPU available via CUDA streams [64]. As an alter-
native to using streams, starting with the NVIDIA Ampere 
architecture, one has the option to partition one GPU into 
several via NVIDIA’s Multi-Instance GPU feature [65].

The collaboration pattern of the kinematics and dynamics 
threads is summarized in Fig. 3. After being produced by 
the kinematics thread, the active contacts set and associated 
bookkeeping information are written into a memory buffer to 
be read by the dynamics thread. The dynamics thread in turn 
updates the kinematics thread with new clump positions and 
velocities. Although logically there are two memory buff-
ers, they are both allocated physically on the GPU mapped 
to the dynamics thread. This allows the dynamics thread to 
spend minimum time reading/writing data, thus speeding 
up the computation.

2.2.1  Computational performance

In this subsection, the aim is to assess the speed of the new 
DEM simulator by comparing its performance with that 
of Chrono::GPU, a fast solver for monodisperse granular 
dynamics. This comparison is particularly justified as a 
recent independent study has reported that Chrono::GPU 
performs two orders of magnitude faster than other estab-
lished DEM packages [61]. Therein, for a 420,000-element 
pebble-packing simulation, Chrono::GPU running on a lap-
top GPU finished the simulation in an amount of time 261 
times shorter than that required by LAMMPS [19], when the 
latter ran on 432 CPU cores of a cluster. For a 660,000-ele-
ment pebble-packing simulation, Chrono::GPU executed 
501 times faster than STAR-CCM+ [66], which ran on 160 
CPU cores. In both tests, Chrono::GPU ran on the RTX 2060 
Mobile NVIDIA GPU card of a laptop.
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The test used to compare the simulators is the particle 
mixer employed for the scaling analysis reported in [54]. A 
bladed mixer rotates at 2� rad/s and interacts with a body 
of granular material, see Fig. 4. Since Chrono::GPU can 
only handle spheres, all DEM elements in the mixer have 
the same radius. In the scaling analysis study, increasing 
the number of spheres from test to test is accomplished by 
gradually reducing the radius of the spheres in the mixer. 
Note that the size of the mixer is kept constant. The total 
runtime for a three-second simulation is reported and plotted 
against the number of elements in Fig. 5. To ensure the tests 
display the same physics as in [54], the step size ( 10−5 s) 
and material properties from that reference are used. More 
details about this test can be found in [54].

Figure 5 shows that compared to Chrono::GPU, which 
is designed and therefore optimized for one case only, i.e., 
monodisperse granular dynamics, the new simulator is 
approximately 1.5 times faster. Chrono::GPU on average 
takes 0.305 hours for simulating one million DEM ele-
ments for three seconds. The new solver, on the other hand, 
requires 0.207 h. Both solvers scale linearly within the prob-
lem size. It should be noted that the new solver was run on 

two A100s while Chrono::GPU ran on one A100. Owing to 
its ability to handle complex DEM particle shapes, the new 
simulator enhances the modeling capacity of the existing 
Chrono::GPU solution, without compromising efficiency as 
long as one uses two GPU cards. Note that the new DEM 
simulator can run even on one GPU card, yet this will come 
with a slowdown in the simulation speed.

3  Digital simulant used

The new DEM simulator can work with complex particle 
geometries that are user-defined via overlapping spheres. 
However, in this paper, owing to the modeling interests, 
the focus is on the DEM simulation of a particular type of 
granular material. Specifically, the authors use a “digital 
simulant” (DS) inspired by GRC-1 [67], the latter developed 

Fig. 3  The collaboration pattern 
of the kinematic and dynam-
ics thread. They each run on 
a dedicated GPU. Note if two 
GPUs are in use, the two buffers 
are both allocated physically on 
the GPU mapped to the dynam-
ics thread

Fig. 4  A rendering of the mixer scaling analysis test scene

Fig. 5  The scaling analysis results for Chrono::GPU and the new 
DEM simulator. The runtime for finishing each three-second simula-
tion is plotted against the number of elements. Chrono::GPU runs on 
one A100, while the new simulator runs on two
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as a lunar soil replica for Earth testing of rovers and simi-
lar implements. The GRC-1 simulant contains cohesionless 
and frictional particles that have complex shapes and span 
a range of sizes. The fact that some GRC-1 particle sizes 
are micron-scale posed insurmountable challenges to the 
simulator. Despite using a customized way of storing con-
tact information that goes beyond what the IEEE double 
precision data type can offer in C/C++, see [63], working 
with the actual particle size proved intractable owing to the 
broad spectrum of sizes—from microns to millimeters. As 
a compromise, the digital simulant maintained the statisti-
cal size distribution, yet uniformly increased by a factor of 
20 the actual particle sizes encountered in GRC-1. In other 
words, the DS size distribution was identical to GRC-1, but 
the DS sizes were shifted to larger values. The value 20 men-
tioned above has no particular meaning other than being the 
smallest value that the representation had to be scaled by so 
that the DEM simulation became acceptable, both in terms 
of results accuracy and time to completion. The simulation 
experiments of Sect. 5.1.1 confirm that this “scaling up” 
of the particle sizes does not significantly compromise the 
accuracy of the results obtained through simulation.

The DS consists of seven DEM element types, each with a 
specific size and percentage of the total weight, see Table 1. 
The size distribution is plotted in Fig. 6. Therein, although 
the size distribution is not continuous, it is shown with seven 
line segments, each corresponding to the weight percentage 
contributed by each element type. Figure 7 illustrates the 
DS grain shapes. Out of the seven distinct grain types, the 
two larger ones are made of six overlapping spheres and 
have a flat triangular shape. The five smaller types are each 
made of three component spheres. All of them have a 120◦ 

rotation symmetry. Having a triangular aspect, the particle 
size reported in Table 1 is measured as the diameter of the 
bounding sphere. The radii of the elements’ component 
spheres and the material properties used in the numerical 
tests throughout the paper are also summarized in Table 1.

The nontrivial shape of the elements turned out to play 
an important role in the dynamics of the granular mate-
rial. Compared to monodisperse granular material, which 
is commonly used in DEM simulations, the DS allowed 
for geometric locking, thus shaping the granular mate-
rial’s behavior, especially in shear-dominated experiments. 
Qualitatively, this observation is backed by the early results 
reported in Fig. 8a and b, wherein the same single-wheel 
slippage experiment was carried out once using the DS and 
then monodisperse granular material.

The simulations shown in the following sections consist 
of millions to tens of millions of DEM elements, a scale 
that is manageable on one or two modern GPU devices. If 
the true GRC-1 grain sizes were used, the number of ele-
ments would increase by close to four orders of magnitude, 
which places an insurmountable barrier to simulation owing 
to memory constraints, as well as arithmetic precision limits 
as some deformations �n become prohibitively small. Note 
that the smallest sphere component in a DS clump had a 
radius of approximately 700 μm.

4  Validation studies

The validation and refinement of a DEM simulator is an 
arduous and lengthy process that spans an extended period. 
This contribution reports on three experiments that were 
used for the early validation of the new DEM simulator in 
Chrono. The results in this section represent a confidence-
building step before using the DEM simulator to conduct 
additional studies for which there is limited or no experi-
mental data available. The additional studies are discussed 
in Sect. 5. The code used in Sects. 4 and 5 is available 
in a GitHub public repository [68] for unrestricted use, 

Fig. 6  The size distribution of the DS, plotted against a scaled GRC-1 
simulant size distribution

Fig. 7  The seven clump shapes that show up in the DS
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distribution, and reproducibility studies. The only caveat is 
that the wheel model shared in the public repository is only 
an approximation of the actual wheel used in this paper. 
The shared model was put together using data available in 
the public domain; the actual wheel model is not available 
for public access.

4.1  Sample preparation

This subsection describes the preparation strategy employed 
to produce a bed of granular material. For monodisperse 
spherical DEM elements, one can create the initial elements 
using a sampling algorithm, such as hexagonal close-packed, 
with a separation factor slightly larger than the diameter of 
each sphere. For the DS, due to the irregular grain shape and 
large variation in grain size, the separation factor needs to 
be larger than the size of the largest element to prevent over-
lap at the start of the simulation. This leads to a low space 
occupancy during the initial sampling process, as shown in 
Fig. 9a. Therefore, several batches of clumps need to be gen-
erated and settled to form a terrain sample of a certain depth, 
as depicted in Fig. 9b and c. The element size distribution 
shown in Fig. 6 is retained during the spawning of each DS 
batch. After ten batches of clumps settle, the simulator pro-
duces the resultant sample illustrated in Fig. 9d.

With this newly generated thin layer of clumps, a “copy-
paste” process is used to accelerate the sample preparation. 
Several copies of the existing clumps are duplicated, then 

added back to the simulation, as shown in Fig. 9e. After set-
tling, a virtual compressor object is created to compress the 
sample to make the surface relatively even, see Fig. 9f. This 
terrain sample now is one meter by one meter in width and 
roughly 15 centimeters in height. Herein, this is referred to 
as a base DS patch. On two NVIDIA A100 GPUs, finishing 
the entire sample preparation process at time step size 10−6 s 
takes approximately 12 h. There are 4,571,136 clumps, total-
ing 13,993,536 spheres that are present in the base DS patch.

The creation of this base patch is for the ease of scaling 
up the simulation. When a larger test bed is needed, sev-
eral such patches can be instantiated, moved, and settled in 
the simulator to create the test bed. Conversely, a subset of 
this patch can be extracted to create a smaller test bed. All 
numerical experiments in this paper use test beds derived 
from the base patch, saving time that would otherwise be 
spent on settling the DEM terrain.

4.2  Repose angle validation

The angle of repose is expected to be equal to the residual 
internal friction angle [69]. The latter serves as a proxy 
for a material’s shear strength that dictates a vehicle’s 
climbing ability in off-road conditions, a topic discussed 
in Sect. 5. For the repose angle test, the initial sample is 
prepared by taking a cylindrical portion out of a DS patch, 
making three extra copies, and then translating everything 
into a funnel defined via a mesh, see Fig. 10a. The material 

Table 1  Weight distribution, 
percent-wise, by particle 
size. For all particle types, 
E = 109 N∕m2 , � = 0.3 , 
�
s
= 0.4 , and CoR = 0.5

Type 1 2 3 4 5 6 7

Size (mm) 21 11.4 6.6 4.5 3 2.75 2.5
Component radius (mm) 3.6 1.95 1.81 1.24 0.82 0.75 0.7
%, by weight 17 21 14 19 16 5 8

Fig. 8  The renderings show that, on the same 25◦ incline, the single-wheel simulation on spherical DEM elements leads to much more terrain 
shearing compared to simulation on DS
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flows through the funnel under gravity. The pile formed 
underneath can be seen in Fig. 10b. Figure 11 displays a 
30◦ angle of repose, in line with results reported in [67] 
which is 29.8◦ . In total, 731,060 clumps participate in the 
simulation. On two NVIDIA A100 GPUs, running this 
30 s simulation at time step size 10−6 s takes approximately 

19 h. There are 2,234,544 spheres that combine to make 
up the clumps in the material used for this test.

Figure  12 shows how the kinematics and dynamics 
threads employed by the simulator spend their time. For the 
kinematics thread, around two-thirds of the runtime is spent 
on contact detection. As discussed, the kinematics thread’s 

Fig. 9  The rendering of DS preparation process
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buffer arrays are allocated on the dynamics thread’s GPU, 
so it spends more time on obtaining the new geometry loca-
tion information (“unpack updates”) and sending the pro-
duced contact array (“send to dT”) to the dynamics thread, 

reaching 16% and 12% of the runtime, respectively. It also 
spends 5% of the runtime waiting for new “work orders” 
from the dynamics thread. The dynamics thread, on the other 
hand, spends nearly all runtime on advancing the physics, 
i.e., the state of the DEM elements. The 1% of runtime spent 
on data transfer includes sending the new geometry location 
information and receiving the produced contact array from 
the kinematics thread, as well as occasional waiting for the 
kinematics thread’s update.

4.3  Cone penetration test

The cone penetration test is useful for gauging the soil’s 
stiffness and density, as well as the stability of slopes and the 
potential for landslides [70]. Herein, the authors test in simu-
lation the penetration experiments conducted with GRC-1 
simulant reported in [67]. Same as in [67], the soil bin was 
selected to be 58.4 cm in diameter and 24 cm in depth, which 
is sufficient to minimize boundary effects [71].

Similar to the repose test, the initial sample is prepared by 
taking a cylindrical portion out of a DS patch, making two 
extra copies, and then translating everything into the cylin-
drical container and letting the material settle. Subsequently, 
a cone penetrates the sample with a constant velocity of 
3 cm/s, see Fig. 13b. The cone, whose geometry is specified 
by a mesh, is shown in Fig. 13a. The cone has a base area 
of 323 mm2 and an opening angle of 60◦ . The contact force 
on the cone is measured and plotted against the penetra-
tion depth in Fig. 14. The different bulk density densities of 
DS in Fig. 14 are reached by compressing the material bed 
before the simulation starts.

As shown in Fig. 14, the DS reproduces a depth–pressure 
relationship in the cone penetration tests similar to the one 

Fig. 10  The rendering of DS angle of repose test

Fig. 11  The settled DS forms a 30-degree pile

Fig. 12  The runtime breakdown for the kinematics and dynamics 
threads. The results shown are associated with the angle of repose 
simulation
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noted in real-world experiments [67]. The simulator also 
reproduces the drastic increase of the pressure on the cone 
when the simulant is compressed to a higher bulk density, 
from 1.6 to 1.8 g/mm3 . In all the subsequent numerical tests 
presented in the paper, the DS operates at a bulk density 
around 1.6 g/mm3 , which is close to what a naturally settled 
DS sample has.

In total, 773,097 clumps, which employ 2,362,698 
spheres, participate in the simulation. On two NVIDIA A100 
GPUs, running this 8 s simulation at time step size 10−6 s 
takes approximately 4 h.

4.4  Single‑wheel drawbar pull test

In [72], a test rig named ARTEMIS was used to derive the 
force–slip relationship for a single Curiosity wheel operating 
on Mars soil simulant. Herein, the authors use the experi-
mental setup described in [72] as a reference and demon-
strate that the DS captures the terrain strength similar to 
real-world simulants. Note that there is a slight discrepancy 
between the actual granular material used in [72] and the DS 
used in the simulations. This aspect will be revisited shortly.

Reproducing drawbar pull tests in simulation involves 
firstly an abstraction of the test equipment. The terrain lev-
eling and compacting process described in [73] has already 
been incorporated into the terrain preparation procedure dis-
cussed in Sect. 4.1. Additionally, enforcing a slip value does 
not require a mechanical system or attaching a hitch to the 
test vehicle as in the physical test; instead, specific linear and 
angular velocities are applied directly to the wheel.

This test is conducted in Earth’s gravitational acceleration 
g = 9.81m∕s2 . The Curiosity wheel is represented by the 
mesh shown in Fig. 15a. The grouser geometry is preserved 
exactly; the wheel has a radius of r = 0.25m and a weight 
of 750 N. The mesh file can be obtained from the Chrono 
repository [74], and readers are referred to [72] for com-
parison against the real Curiosity wheel. In this simulation, 
the wheel hub is removed to reduce the mesh size and save 
simulation time.

An overview of the simulation environment is illus-
trated in Fig. 15b. The granular terrain is prepared by mak-
ing copies of the DS patch and concatenating these cop-
ies together so that a test bed is formed. A fixed angular 
velocity of � = (�∕12) rad∕s is imposed on the wheel. The 

Fig. 13  Rendering of the cone penetration test using the DS

Fig. 14  The DEM cone penetration test results with different bulk 
densities of the DS. They are plotted against the reference GRC-1 
cone penetration experimental data. The experimental data are from 
GRC-1 simulant research paper [67]
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linear velocity v in the forward direction is enforced as 
v = (1 − s)�r , where s is the desired slip ratio.

The simulation results are presented in Fig. 16. The 
reference experimental data from [72] is shown with black 
markers in the same plot. Note that the simulations in [72] 
use a custom-made blend of two types of sand that is dif-
ferent from GRC-1, and the authors do not have access to 
the drawbar pull data of GRC-1. Therefore, this compari-
son is qualitative only. Nonetheless, the drawbar pull–slip 

curves exhibit notable similarities between our simulation 
and the reference experiment.

In total, 960,906 clumps employing 2,942,346 spheres 
participate in the simulation. On two NVIDIA A100 
GPUs, running this 8 s simulation at time step size 10−6 s 
takes approximately 5 h.

5  Further DEM studies related to rover 
mobility

This section focuses on single-wheel and full-rover incline 
tests. The limited amount of experimental data used for val-
idation was produced by the Simulated Lunar Operations 
(SLOPE) laboratory at NASA’s Glenn Research Center 
using GRC-1 and GRC-3 simulants. The wheel geometry 
used in the tests of this section is from NASA’s Moon Gravi-
tation Representative Unit 3 (MGRU3).

5.1  Single‑wheel slip test on incline

The inclines used in the simulation are created by altering 
the direction of gravity, see Fig. 17a. This approach to rep-
resenting slopes requires minimum model adjustments when 
switching from one test scenario to another. Figure 17b is 
a screenshot of this test. The wheel in the test is subject to 
a fixed angular velocity � and is free to move linearly. The 
steady-state average linear velocity over 6 s v is measured, 
and subsequently used to obtain the slip ratio s = 1 − v∕(�r) . 
The wheel used has a mass of 5 kg but may have a different 
“effective” mass in these simulations. The “effective” mass 

Fig. 15  The mesh and the simulation scene of the drawbar pull test

Fig. 16  Curiosity wheel drawbar pull DEM simulation result with 
a vertical load of 750 N, compared against the reference ARTEMIS 
experimental data [72]
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is introduced to account for the extra mass placed on top of 
each rover wheel. This modified mass is modeled as an extra 
gravity-aligned force applied to the center of the wheel. This 
force is dependent on the gravitational acceleration of the 
test scene. For example, if a wheel has an effective mass of 
22 kg in a test that uses the Moon’s gravity, that means an 
extra force of 17 × 1.62 N is applied to it. The granular ter-
rain is prepared by making copies of the base DS patch and 
concatenating these copies together, similar to the previous 
drawbar pull test.

The ground-truth experimental data used for comparison 
is from the experiments done with MGRU3 climbing a “tilt 
bed” made with the GRC-1 simulant in the SLOPE lab. A 
picture of the test scene can be seen in Fig. 18, which is from 
a publicly available video of the test [75]. In this experiment, 
the wheels of MGRU3 were operating at �� = 0.8 rad∕s 
under Earth’s gravity g = 9.81m∕s2 . Note that the thickness 

of the bed of granular material has an influence on the exper-
imental results, and the sufficient thickness to eliminate the 
boundary effect could depend on the vertical load. However, 
this secondary aspect, which might produce slightly different 
data in both experiments and simulations, falls outside the 
scope of this contribution.

Figure 19a gives the slope–slip relationship for a wheel 
with an effective mass of 22 kg. The first DEM experi-
ment is set to match the experimental baseline test con-
dition. The result is shown with the red curve. Two addi-
tional single-wheel tests are subsequently conducted: the 
blue curve shows the result of a test with angular velocity 
� = 1.96 rad∕s under Earth’s gravity; the green curve is 
associated with a test in with angular velocity �� = 0.8 rad∕s 
under moon gravity g� = 1.62m∕s2 . The similarity of the 
results indicates that the simulator captures the scaling law 
for locomotion in granular media [76, 77], which states that, 

Fig. 17  The simulation setup for DEM single-wheel tests using DS

Fig. 18  MGRU3 climbing a “tilt 
bed” in NASA’s SLOPE lab 
testing facility
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if g�∕��2 = g∕�2 , the slip ratio at steady state is unchanged. 
At the same time, the fact that they are also close to the red 
curve suggests the slip ratio is relatively insensitive to the 
variation of the rotational speed, at least within the range 
testedherein. These three test scenarios demonstrate that 
it is viable to reproduce the terrain response on the Moon 
by using the same simulant on Earth while keeping the 
rover mass constant. Using the 10-degree simulation as an 

example, in Fig. 20 the linear velocity of the wheel along the 
incline direction is plotted against the 6-second time span in 
which the average velocity v is measured. The linear velocity 
shows a well-defined mean value, meaning a steady state is 
reached during the measurement.

Next, another single-wheel test is shown in Fig. 19b to 
demonstrate that matching the ground pressure under a 
wheel on the Moon and Earth is not an accurate approach 
for predicting the traction capability of a rover. The wheel 

Fig. 19  The single-wheel slope 
vs. slip DEM test results with a 
variety of wheel effective mass, 
angular velocity, and gravita-
tional pull
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in this test has an effective mass of 111 kg. If matching 
the ground pressure on Earth would reproduce the rover 
behavior on the Moon, then one would expect the blue 
curve in Fig. 19b to show a similar slip ratio at a given 
slope, compared to the red curve in Fig. 19a. However, 
this is not the case. To negotiate the same slope, a lot 
more slip is observed in this 111 kg test because the ter-
rain elements also shear a lot more easily in the low-grav-
ity condition. Note that the scaling law holds in this test 
condition too, as shown by the similarity between the two 
curves in this plot. The ground-truth experimental data 
used for comparison (black dashed line) are from Pro-
toInnovations’ single-wheel experiments with the GRC-3 
simulant, because the experimental data for 111 kg wheel 
operating on GRC-1 simulant is not available. Note that 
GRC-3 simulant has in general comparable properties to 
GRC-1, but contains slit particles, and therefore this com-
parison is qualitative only. Those experiments were done 
using ProtoInnovations’ in-house test bed, with the wheel 
operating at 1.96 rad∕s under Earth’s gravity g = 9.81m∕s2

.
A number of 3,681,560 DEM elements employing 

11,259,462 spheres are used in the simulations for which 
� = 1.96 rad∕s . On two NVIDIA A100s, running these 
8.4 s simulations at time step size 10−6 s took approxi-
mately 15 h. For test cases where the angular velocity of 
the wheel is smaller, shorter test beds are used and the 
time cost is proportionally lower.

The simulation results obtained in this subsection are 
in agreement with the general scaling relation for locomo-
tion in granular media [77] and they underline an impor-
tant fact: to carry out single wheel tests on Earth that 

display slope vs. slip curves similar to the ones obtained 
on the Moon, one should keep the same mass of the 
wheel. The remaining single-wheel simulations carried 
out in this section employ the 22 kg wheel and look into 
the sensitivity of the slope vs. slip curves with respect to 
three factors: the size of the clumps that make up the ter-
rain, value of the friction coefficient, and clump shape.

5.1.1  Sensitivity of slope vs. slip curve with respect 
to the clump size

In Sect. 3, it was pointed out that the DS is 20 times larger 
than the GRC-1 simulant. In this section, the focus is 
on demonstrating that shrinking the clump size within a 
certain range does not affect significantly the simulation 
accuracy.

The test where the 22 kg wheel operates at an angular 
velocity of 0.8 rad∕s under Earth’s gravity is repeated, with 
the terrain made of two new types of DEM elements. The 
blue curve shows the slip–slope relationship when each DS 
element’s size is scaled by a 0.75 factor to obtain a differ-
ent digital simulant. This reduces the apparent size of the 
smallest type of clumps from 2.5 to 1.875 mm. 2,846,244 
clumps employing 8,707,887 are in the simulation and this 
8.4 s simulation took approximately 11 h. Note that this 
size change requires re-running the entire sample genera-
tion and test bed preparation process before carrying out 
the slope vs. slip test. Compared to the base red curve, 
no significant changes were observed in the slope vs. slip 
results. Conversely, the green curve shows slope vs. slip 
results when the DS element size is increased by a factor 
of 2, with 299,929 clumps (917,907 sphere components) 
participating in the simulation. A time of 1.5 h is needed 
for this 8.4 s simulation. A rendering of this test is shown 
in Fig. 21. In simulations, larger clumps in this scenario 
reduced flowability with geometric locking, which led to 
the wheel slipping less, especially on steeper slopes.

Fig. 20  The linear velocity of the wheel along the incline direction 
plotted against the 6-second time span used to derive the slip ratio, at 
a 10◦ incline

Fig. 21  A rendering of the single-wheel test with enlarged terrain 
clumps
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In conclusion, although DS has a particle size that is on 
average 20 times larger than the particle size in GRC-1, 
reducing the DS element size does not negatively impact 
the simulation fidelity. However, if the DS element sizes 
are increased by a factor of 2 (i.e. simulation resolution is 
reduced), the accuracy is hindered due to the induced low 
flowability and geometric locking (Fig. 22).

5.1.2  Sensitivity of slope vs. slip curve with respect 
to the friction coefficient

The choice of friction coefficient � = 0.4 is a typical value 
for silica–silica contact. However, it is well-known that the 
actual value of the friction coefficient can vary depending 
on the environment, e.g., humidity and preparation of the 
facets that come in contact [78, 79]. In this subsection, the 
focus is on investigating the sensitivity of the slope vs. slip 
curve with respect to the friction coefficient. To that end, 
the authors repeat the test where the 22 kg wheel operates 
at an angular velocity of 0.8 rad∕s under Earth’s gravity (red 
curve in Fig.19a), with two different inter-element friction 
coefficient values. The blue curve in Fig. 23 shows results 
when � = 0.2—one can observe significantly more slip 
compared to the base case of � = 0.4 . However, in the case 
where � = 0.6 , the slip is comparable to the base case. This 
suggests that increasing � helps prevent the wheel from slip-
ping on the incline, up to a certain value, beyond which 
the influence of � seems to diminish and other factors, e.g., 
particle locking, start playing an important role.

5.1.3  Sensitivity of slope vs. slip curve with respect 
to the clump shape

The strength of the terrain in mobility tests is expected to 
change as the clump shapes move away from spheres. In 
this section, the simulation results that quantify this change 
are reported. One extreme is to have monodisperse granular 
material. To test this scenario, the authors repeat the single-
wheel tests in Sect. 5.1 with the radius of the spherical ele-
ments being first 3 mm and then 6 mm. The wheel has a 
constant angular velocity of 0.8 rad/s and the gravitational 
acceleration is g = 9.81m∕s2 . The material properties of the 
granular material are as in Table 1, except that the friction 
coefficient � is increased from 0.4 to 0.9. This change is 
motivated by difficulties making the spherical elements rest 
on a steep incline when using � = 0.4 . The latter friction 
coefficient, associated with dry silica, is acceptable for the 

Fig. 22  The single-wheel slope–slip test results with different selec-
tions of the clump sizes. The experimental data used for comparison 
(black line) are from Glenn Research Center’s MGRU3 experiments 
with the GRC-1 simulant

Fig. 23  The single-wheel slope–slip test results with different selec-
tions of the friction coefficient. The experimental data used for 
comparison (black line) are from Glenn Research Center’s MGRU3 
experiments with the GRC-1 simulant

Fig. 24  A rendering of the single-wheel test with the granular terrain 
represented by spherical elements, at 0◦ incline
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DS tests since the elements’ irregular shapes contribute to 
the locking of the grains.

If the spherical elements are fine enough (3 mm in this 
test, the dashed magenta line), the sphere-based DEM 
appears to show a somewhat reasonable slip ratio in the flat 
terrain tests. A rendering is shown in Fig. 24. However, even 
for mobility tests on a gentle incline, the monodisperse ter-
rain shears drastically more than the DS and the real-world 
GRC-1 simulant. The wheel is essentially spinning in place 
at a 15◦ incline. At a 25◦ incline, the elements immediately 
flow down the incline upon making contact with the wheel 
as previously shown in Sect. 1, Fig. 8b. The slope vs. slip 
relationship is summarized in Fig. 25.

The authors also present an opposite investigation where 
the aspect ratios of the clumps are enlarged by expand-
ing the clumps without changing their thickness. This is 
accomplished by moving each component sphere slightly 
away from the geometric center of the clump while main-
taining the planar overall shape of the clump, see Fig. 26 
for new shapes. Quantitatively, keeping other conditions 
unchanged, the seven clump templates’ aspect ratio was 
increased by about 25%. After creating a new DEM terrain 
using the new clumps, the single-wheel test is repeated with 
a wheel angular velocity of 0.8 rad/s and gravitational pull of 
g = 9.81m∕s2 . It is observed in Fig. 27 that the slip, shown 
with the blue curve, is reduced compared to the base red 
curve, and this effect is more pronounced on steeper slopes.

Moving from spherical to clumped DEM elements has 
a significant impact on terrain strength in mobility simu-
lations. The geometric locking effect that DS enables on 
incline tests cannot be replicated using monodisperse terrain. 

The authors note the existence of studies on reproducing 
the locking effect in monodisperse material with modified 
material properties such as the rolling resistance [80]. Its 
applicability in rover mobility simulations is unclear, but 
even if feasible, it necessitates extra calibration stages that 
require field test data for each terrain configuration of inter-
est. By using clumps, the DS does not require field test data 
but rather a good approximation of the elements’ shapes.

Finally, note that dilating the clump at constant thick-
ness also reduces the slope associated with a given slip, 
albeit not as significantly as noted for monodisperse mate-
rial. The findings also suggest that if high fidelity is needed, 
one should pay attention to the shape of the elements. This 
can be nontrivial, particularly if the granular material does 
not have a known shape distribution, an aspect that can be 
addressed through a shape calibration process that falls out-
side the scope of this contribution.

Fig. 25  Slip-on-incline test result with spherical terrain elements of 
radius 6 mm and 3 mm. The experimental data used for comparison 
(black line) are from Glenn Research Center’s MGRU3 experiments 
with the GRC-1 simulant

Fig. 26  The clump shapes after enlarging their aspect ratio

Fig. 27  Slip-on-incline test result with the clumps that have larger 
aspect ratios, compared against the base clump shape. The experi-
mental data used for comparison (black line) are from Glenn 
Research Center’s MGRU3 experiments with the GRC-1 simulant
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5.2  Full‑rover slip test on incline

This section discusses a slope vs. slip test carried out for a 
full rover. This calls for a co-simulation between a multi-
body system (the rover) and a DEM system (the terrain). 
For the multi-body system, since the MGRU3 CAD model 
was inaccessible, the authors instead used a similar VIPER 
rover model publicly available in the latest Chrono distribu-
tion [55].

The co-simulation setup is shown in Fig. 28. The DEM 
simulator handles the evolution of the granular terrain, while 
Chrono deals with the rover dynamics. The two simulators 
are bridged through the meshes that represent the wheels. 
The DEM simulator calculates the force exerted by the ter-
rain on the wheel mesh. The force information is used when 
the Chrono numerical integrator propagates forward in time 
the evolution of the meshes. In turn, the new position of the 
wheels will become a set of updated boundary conditions 
for the granular material. The rover’s mobility is also influ-
enced by forces that crop up in the chassis and suspension 

that are independent of the motion of the granular terrain. In 
this co-simulation, the multi-body rover system in Chrono 
is advanced by one time step for every ten DEM time steps. 
Shown in Fig. 29a, the rover is roughly 2.1 m in length, 
1.5 m in width, and 1.4 m in height (excluding the antenna). 
Four wheels are connected to the rover body through revo-
lute joints. The wheel geometry is from MGRU3, the same 
as that in Sect. 5.1. The rover moves around by prescribing 
all its four wheels a 0.8 rad/s angular velocity on inclines of 
0°, 5°, 10°, 15°, 20°, and 25°. A rendering of a test scene is 
provided in Fig. 29b.

Note that the full-rover slip data shown in Fig. 30 dis-
plays no notable difference compared to the single-wheel 
counterpart. This suggests that the more expeditious sin-
gle-wheel tests are likely sufficient to gain insights into the 
rover’s mobility attributes. The slip ratio increases relatively 
slowly with the slope angle in the interval between 0◦ and 
10◦ . Past 10◦ , this rate of increase escalates, and the rover 
almost fails to climb on a 25◦ incline. Finally, the DS for this 
test uses 11,336,638 DEM elements that employ 34,691,952 

Fig. 28  The co-simulation workflow between the multi-body system simulated by Chrono and the new DEM simulator

Fig. 29  The full-rover test using the DS
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component spheres. On two NVIDIA A100 GPUs, a 15-sec-
ond simulation requires approximately 109 h of run time.

Figure 31 shows the itemized time consumption associ-
ated with the important steps in the kinematics and dynamics 
threads’ work cycles. The analysis is similar to that shown 
in Sect. 4.2. For the rover simulation, the amount of mutual 
contact data produced is relatively large, causing the kin-
ematics thread to spend more time on transferring it to the 
dynamics thread, reaching 25% of the former thread’s total 
runtime. The dynamics thread continues to spend minimal 
time on transferring data. This was done by design to enable 
the dynamics thread to almost exclusively focus on advanc-
ing the state of the system forward in time.

6  Summary and future work

This work reports results obtained with a new GPU-accel-
erated DEM solver that uses a clump-based representa-
tion of the discrete elements. The new DEM simulator is 
showcased in conjunction with a granular material similar 
to the GRC-1 simulant which is modeled using elements 
of nontrivial shapes. Given that particle sizes in GRC-1 
go down to the micron level, the DS used herein qualita-
tively embraces the element size distribution of GRC-1 
but increases all element sizes by a factor of 20. Despite 
this size augmentation, the DS is shown to behave simi-
larly to GRC-1 in several tests, i.e., angle of repose, cone 
penetration, drawbar pull, and single-wheel and full-rover 
incline slip vs. slope tests. The DEM simulations scale up 
to tens of millions of elements that have nontrivial shapes 
obtained by clumping together spheres of various radii. 
The DEM simulator works in the Chrono framework and 
can leverage two GPUs simultaneously. The simulator and 
the code for all simulations discussed are open-source and 
available at [63].

A salient observation is that the simulation methodol-
ogy advanced by the DEM simulator is physics-based. One 
only needs to specify the parameters E, � , � , and CoR to be 
able to carry out the simulation. Moreover, these parameters 
can be specified on a per-sphere basis rather than on a per-
element basis, which opens the door to simulating complex 
discrete elements that involve particles of different shapes 
and different materials. To the best of our knowledge, the 
simulator is unique in this regard. A detailed description of 
the implementation of the new simulator, which touches on 
its data structures, Python wrapper, the different data types 
used to store state information, gains associated with using 
two computational threads (the kinematics and dynamics 
one, that is) will be provided in a follow-up contribution. 
Finally, particle breakage and custom contact force models 
are supported, and they will also be discussed in this follow-
up contribution.

There are three directions in which this effort will be 
continued. First, the authors plan to generate models asso-
ciated with other extraterrestrial simulants, e.g., GRC-3 
and Mojave Mars simulant [81], and then assess their ter-
ramechanics attributes following the workflow established in 
this contribution. In this context, when moving to full rover 
analysis or heavy wheels, one will have to also increase in 
simulation the depth of the bed of granular material. For the 
22 kg single wheel tests, the thickness of the bed was 15 cm. 
For heavy implements, this value will have to be increased to 
avoid boundary effects noted in practice. Second, the authors 
are in the process of carrying out a systematic study to gauge 
how various wheel design attributes, e.g., wheel shape/size/
width, and grouser count/height/width/shape, influence the 

Fig. 30  VIPER rover slip-on-incline test result, compared against the 
single-wheel test done in the same conditions. The experimental data 
used for comparison (black line) are from Glenn Research Center’s 
MGRU3 experiments with the GRC-1 simulant

Fig. 31  The runtime breakdown for the kinematics and dynamics 
threads, during the lifespan of the full-rover simulation
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mobility of a rover operating on lunar terrain. The focus 
is on how a wheel design changes rover attributes such as 
energy consumption, steering, slip initiation, and climbing 
ability. Lastly, it would be insightful to better understand 
how the high-fidelity DEM simulation results can be used 
to design data-driven, expeditious wheel–terrain interaction 
methods.
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